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#### Abstract

We show quantum chemically that, contrary to common believe, bulky ligands in $\mathrm{d}^{10}-\mathrm{ML}_{2}$ complexes may enhance, instead of counteract, $\mathrm{L}-\mathrm{M}-\mathrm{L}$ bite-angle bending. The resulting more flexible or even nonlinear geometry translates into lower barriers for oxidative addition of the methane $\mathrm{C}-\mathrm{H}$ bond to these complexes. This follows from our quantum chemical analyses of the bonding in and reactivity of bisphosphine palladium complexes $\mathrm{Pd}\left(\mathrm{PR}_{3}\right)_{2}$ with varying steric bulk, based on relativistic dispersion-corrected DFT computations in combination with the activation strain model and quantitative MO theory. Ligands that are large but to some extent flat (instead of isotropically bulky) are shown to build up relatively strong dispersion interactions between their large  steric attraction  surfaces ("sticky pancakes") when they bend toward each other. The resulting stabilization, a form of steric attraction, favors bending and thus enhances bite-angle flexibility. This leads to surprisingly low reaction barriers for methane $\mathrm{C}-\mathrm{H}$ activation by the rather congested $\mathrm{Pd}\left(\mathrm{PCy}_{3}\right)_{2}$ and $\mathrm{Pd}\left(\mathrm{PPh}_{3}\right)_{2} \operatorname{model}$ catalysts. Our findings not only explain the unexpected nonlinear $\mathrm{L}-\mathrm{M}-\mathrm{L}$ angles observed in crystallographic data but also more generally demonstrate the importance of dispersion interactions in realistic catalyst complexes. Perhaps most importantly, we reveal how the concept of steric attraction can serve as a tool for tuning bite-angle flexibility and thereby the activity of catalyst complexes.
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## INTRODUCTION

Palladium phosphine complexes are featured as catalysts in various versatile cross-coupling reactions, such as those developed by Heck, Stille, and Suzuki. ${ }^{1}$ The first step in these cross couplings is the oxidative addition of a substrate to the transition metal complex (Scheme 1).

## Scheme 1. Oxidative Addition and Reductive Elimination



The bite angle, that is, the ligand-metal-ligand angle, is generally considered to be an important geometric parameter of a catalyst. It is known that a smaller bite angle leads to a lower barrier for the oxidative addition ${ }^{2}$ because of less steric repulsion between the substrate and the ligands. In other catalytic processes (e.g., hydroformylation, hydrocyanation and Diels-Alder reactions), the bite angle is one of the parameters
known to affect the activity as well as regioselectivity of the catalyst complex. ${ }^{3}$ Control over the bite angle is usually achieved using bidentate ligands in which the coordinating sites are bridged by, for example, a hydrocarbon chain of variable length. A study on palladium complexes with chelating ligands addressed the precise nature of the bite-angle effect on oxidative addition reaction barriers. ${ }^{4}$ The results clearly indicate that a catalyst with a smaller bite angle displays higher reactivity because it does not have to bend away its ligands to avoid repulsive interactions of the ligands with the substrate. Thus, the bite angle effect on reaction barriers is primarily steric in nature. The electronic nature, ${ }^{5}$ that is, stabilization of the transition state due to stronger donor-acceptor orbital interactions from metal d orbitals to the substrate $\sigma^{*}$ orbital as the metal-ligand d-hybrid orbital is pushed up in energy at smaller bite angles, has a much smaller effect on the reaction barrier.

[^0]The active catalytic species in cross-coupling reactions, however, is often a dicoordinated $\mathrm{d}^{10}-\mathrm{ML}_{2}$ complex, where L is a nonchelating ligand. Geometries of $\mathrm{d}^{10}-\mathrm{ML}_{2}$ transition metal complexes are generally assumed to have linear ligand-metalligand angles. ${ }^{2 \mathrm{c}, 6-9}$ In a recent study on small $\mathrm{d}^{10}-\mathrm{ML}_{2}$ complexes $\left(\mathrm{M}=\mathrm{Co}^{-}, \mathrm{Rh}^{-}, \mathrm{Ir}^{-}, \mathrm{Ni}, \mathrm{Pd}, \mathrm{Pt}, \mathrm{Cu}^{+}, \mathrm{Ag}^{+}\right.$, or $\mathrm{Au}^{+}$; $\mathrm{L}=\mathrm{NH}_{3}, \mathrm{PH}_{3}$, or CO ), we found significantly bent complexes, with ligand-metal-ligand angles up to $128.6^{\circ}$ for $\mathrm{Co}(\mathrm{CO})_{2}{ }^{-1.0}$ More importantly, we explained the origin of their nonlinearity. Our analyses revealed that a number of $\mathrm{d}^{10}-\mathrm{ML}_{2}$ complexes prefer nonlinear geometries because the two ligands then do not compete for $\pi$ backdonation from the same $d$ orbital. Of course, to prefer a nonlinear geometry, the additional stabilization that results from this effect must be greater than the additional steric repulsion that occurs upon bending. In a study on the reactivity of these complexes toward methane addition, ${ }^{11}$ we found that even along series of linear complexes, these electronic effects influence the height of the reaction barrier because they lead to differences in flexibility of the ligand-metal-ligand angles. This result indicates that a structural parameter based on the equilibrium geometry, such as the bite angle, is not necessarily sufficient to predict the catalyst's activity. Better insights can be obtained when not the bite angle itself, but the bite-angle flexibility is considered.

A different study on halogen-substituted $\operatorname{Pd}\left(\mathrm{PX}_{3}\right)_{2}$ complexes ( $\mathrm{X}=\mathrm{F}, \mathrm{Cl}, \mathrm{Br}$, or I ) confirmed these insights and furthermore showed that attractive dispersion interactions between the ligands can lead to even smaller $\mathrm{L}-\mathrm{M}-\mathrm{L}$ angles in the $\mathrm{PdL}_{2}$ complexes with heavier halogens on the phosphines. ${ }^{12}$ We found that all halogenated $\operatorname{Pd}\left(\mathrm{PX}_{3}\right)_{2}$ complexes are intrinsically bent, whereas $\mathrm{Pd}\left(\mathrm{PH}_{3}\right)_{2}$ is linear. Along $\mathrm{Pd}\left(\mathrm{PF}_{3}\right)_{2}, \mathrm{Pd}\left(\mathrm{PCl}_{3}\right)_{2}, \mathrm{Pd}\left(\mathrm{PBr}_{3}\right)_{2}$, and $\mathrm{Pd}\left(\mathrm{PI}_{3}\right)_{2}$, the $\mathrm{P}-$ $\mathrm{Pd}-\mathrm{P}$ angle decreases from $151.7^{\circ}$ to $122.4^{\circ}$ as a result of a decreased occupied-occupied orbital overlap upon bending the catalyst, further accompanied by attractive dispersion interactions that become stronger when the halogens become heavier along $\mathrm{F}, \mathrm{Cl}, \mathrm{Br}$, and I . Also for these complexes, direct ligand-ligand repulsion plays no dominant role.

Most phosphine-ligated catalysts used in practical applications of cross couplings, however, feature hydrocarbon substituents that are much bulkier than the hydrogens or halogens in these model catalysts. Many studies have addressed the steric properties of such ligands ${ }^{13}$ and their effect on reactivity. ${ }^{14}$ One might expect that the propensity to bend is decreased because the more bulky ligands will tend to avoid mutual steric repulsions. $\mathrm{Pd}\left(\mathrm{P} t \mathrm{Bu}_{3}\right)_{2} \quad(t \mathrm{Bu}=$ tert-butyl) is indeed known to have a $180^{\circ}$ ligand-metal-ligand angle. ${ }^{15}$ However, a crystal structure of $\operatorname{Pd}\left(\operatorname{PPh}(t \mathrm{Bu})_{2}\right)_{2}(\mathrm{Ph}=$ phenyl $)$ obtained by Otsuka et al. ${ }^{16}$ reveals a bite angle of $177.0^{\circ}$, and Immirzi and Musco reported a crystal structure of $\mathrm{Pd}\left(\mathrm{PCy}_{3}\right)_{2}$ (Cy = cyclohexyl) showing a bite angle of only $158.4^{\circ}{ }^{17}$ In addition, the analogous platinum complex $\mathrm{Pt}\left(\mathrm{PCy}_{3}\right)_{2}$ appears to have a nonlinear $\mathrm{L}-\mathrm{M}-\mathrm{L}$ angle of $160.5^{\circ}$, as revealed by crystallographic data. ${ }^{18}$ Leitner et al. have reported ${ }^{19}$ computational results on the structures of dicoordinated palladium phosphine compounds and found nonlinear $\mathrm{P}-\mathrm{Pd}-\mathrm{P}$ angles for a number of complexes. Notably, for $\operatorname{Pd}\left(\mathrm{PCy}_{3}\right)_{2}$, they obtained an angle of $162^{\circ}$, in reasonable agreement with the crystal structure. Many other computational studies, however, reported linear geometries or deviations from linearity of only a few degrees. ${ }^{20-25}$

Despite the available experimental data, and numerous computational studies on palladium phosphine complexes, to
the best of our knowledge, the observed nonlinearity has never been explained. In this work, we discuss a series of dicoordinated palladium complexes $\operatorname{Pd}\left(\mathrm{PR}_{3}\right)_{2}$ with phosphine ligands $\mathrm{PR}_{3}$ of varying steric bulk in which $\mathrm{R}=$ hydrogen ( H ), methyl (Me), isopropyl (iPr), tert-butyl ( $t \mathrm{Bu}$ ), cyclohexyl (Cy), or phenyl ( Ph ). Interestingly, although the expected linear geometries emerge for $\operatorname{Pd}\left(\mathrm{PH}_{3}\right)_{2}, \mathrm{Pd}\left(\mathrm{PMe}_{3}\right)_{2}$, and $\mathrm{Pd}\left(\mathrm{PtBu}_{3}\right)_{2}$, we find that $\operatorname{Pd}\left(\mathrm{PiPr}_{3}\right)_{2}, \operatorname{Pd}\left(\mathrm{PCy}_{3}\right)_{2}$, and $\mathrm{Pd}\left(\mathrm{PPh}_{3}\right)_{2}$ have increasingly nonlinear bite angles of $172.4^{\circ}, 148.2^{\circ}$, and even $132.2^{\circ}$, respectively. We relate these findings to the precise steric properties of the ligands, that is, size but also shape. Activation strain analyses in combination with quantitative MO theory explain this dichotomy because they reveal that steric bulk may operate in two distinct ways: (i) one mechanism is the usual steric repulsion deriving from overlap between closedshell orbitals of intimate and isotropically bulky ligands; (ii) the second mechanism embodies steric attraction, ${ }^{26}$ which occurs as a result of dispersion interactions between anisotropically bulky ligands (e.g., flat ligands with a large surface) that are not yet in direct contact. Although the importance of dispersion interactions has been noted by several research groups in the past, ${ }^{25,27-31}$ it is often believed that its energetic effect is moderate and arises only because of additional intermolecular attraction. Here, we show that intramolecular dispersion interactions can also be of paramount importance to obtain both qualitatively and quantitatively correct results. Furthermore, we reveal how steric attraction results in improved biteangle flexibility of the catalyst complexes. This leads to surprisingly low reaction barriers for methane $\mathrm{C}-\mathrm{H}$ activation, even for rather congested model catalysts, such as $\mathrm{Pd}\left(\mathrm{PCy}_{3}\right)_{2}$ and $\mathrm{Pd}\left(\mathrm{PPh}_{3}\right)_{2}$.

## THEORETICAL METHODS

Computational Details. All calculations were carried out using the Amsterdam Density Functional (ADF) program developed by Baerends and co-workers ${ }^{32-34}$ and the Quantumregions Interconnected by Local Descriptions (QUILD) program. ${ }^{35}$ The numerical integration was performed using the procedure developed by te Velde et al. ${ }^{36}$ For the flat potential energy surface for bending $\mathrm{Pd}\left(\mathrm{PPh}_{3}\right)_{2}$, we used the Becke integration scheme that has become available with the ADF2013 release. ${ }^{37}$ The MOs were expanded in a large uncontracted set of Slater type orbitals (STOs): TZ2P (no Gaussian functions are involved). The TZ2P basis set ${ }^{38}$ is of triple- $\zeta$ quality for all atoms and has been augmented with two sets of polarization functions, that is, 2 p and 3 d on $\mathrm{H}, 3 \mathrm{~d}$ and 4 f on $C$ and $P$, and $5 p$ and $4 f$ on Pd. An auxiliary set of $s, p, d, f$ and g STOs was used to fit the molecular density and to represent the Coulomb and exchange potentials accurately in each self-consistent field (SCF) cycle. All electrons are included in the variational treatment (no frozen-core approximation used).

Equilibrium structures were obtained by optimizations using analytical gradient techniques. ${ }^{39}$ Geometries and energies were calculated at the BLYP level of the generalized gradient approximation (GGA): exchange is described by Slater's $\mathrm{X} \alpha$ potential, ${ }^{40}$ with nonlocal corrections due to Becke ${ }^{41}$ added self-consistently, and correlation is treated using the gradientcorrected functional of Lee, Yang and Parr, ${ }^{42}$ with dispersion corrections using Grimme's third-generation DFT-D3 method. ${ }^{43}$ In this approach, the density functional is augmented with an empirical term correcting for long-range dispersion effects, described by a sum of damped interatomic potentials of the
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Figure 1. Equilibrium geometries and $\mathrm{P}-\mathrm{Pd}-\mathrm{P}$ angles (TS: value in TS for methane $\mathrm{C}-\mathrm{H}$ activation) of palladium-phosphine complexes, computed at ZORA-BLYP-D3/TZ2P.
form $\mathrm{C}_{6} \mathrm{R}^{-6}$ added to the usual DFT energy. Scalar relativistic effects were accounted for using the zeroth-order regular approximation (ZORA). ${ }^{44}$

Solvent effects in toluene have been estimated by applying the conductor-like screening model (COSMO) ${ }^{45}$ as implemented in the ADF program ${ }^{46}$ to the gas-phase geometries. A dielectric constant of 2.38 and a solvent radius of $3.48 \AA$ are used for toluene, and atomic radii are taken from the MM3 van der Waals radii, ${ }^{47}$ scaled by $0.8333 .{ }^{48}$ Work by Riley et al. suggests that the dispersion correction does not need to be modified when combined with implicit solvation models. ${ }^{49}$

Energy minima and transition states have been verified through vibrational analysis. ${ }^{50}$ All minima were found to have zero imaginary frequencies, whereas transition states have one. The potential energy surface (PES) around the transition state of the oxidative addition reactions has been approximated using the transition-vector approximation to the IRC (TV-IRC) method ${ }^{51}$ to avoid the significant computational cost of full intrinsic reaction coordinate (IRC) calculations. ${ }^{52,53}$ The PyFrag program was used to facilitate the analyses of the PESes. ${ }^{54}$ Atomic charge analyses are performed using the Voronoi deformation density (VDD) scheme. ${ }^{55}$

Activation Strain Analyses. The bonding energy, $\Delta E$, between two fragments is analyzed using the activation strain model. ${ }^{56}$ Within this model, the potential energy surface $\Delta E(\zeta)$ is decomposed along the reaction coordinate $\zeta$ (or just at one point-for example, at the transition state, where $\Delta E\left(\zeta_{\mathrm{TS}}\right)=$ $\Delta E^{\ddagger}$ —to obtain insight into the barrier height) into the strain energy, $\Delta E_{\text {strain }}(\zeta)$, that is associated with the geometrical deformation of the individual reactants as the process takes place, plus the actual interaction energy, $\Delta E_{\text {int }}(\zeta)$, between the deformed reactants (eq 1 ).

$$
\begin{align*}
\Delta E(\zeta) & =\Delta E_{\text {strain }}(\zeta)+\Delta E_{\text {int }}(\zeta) \\
& =\Delta E_{\text {strain }}(\mathrm{cat})(\zeta)+\Delta E_{\text {strain }}(\mathrm{sub})(\zeta)+\Delta E_{\text {int }}(\zeta) \tag{1}
\end{align*}
$$

To obtain insightful results, it is important to choose a proper reaction coordinate. For oxidative additions, the elongation of the bond that is broken has been shown to be a suitable parameter onto which to project the reaction
coordinate. ${ }^{51}$ The activation strain analyses in the present work are therefore projected onto the stretch of the activated bond. The strain energy can be divided into contributions $\Delta E_{\text {strain }}$ (cat) from the catalyst and $\Delta E_{\text {strain }}(\mathrm{sub})$ from the substrate (eq 1).

Molecular Orbital and Energy Decomposition Analyses. The interaction energy, $\Delta E_{\text {int }}(\zeta)$, between two molecular fragments is analyzed in the conceptual framework provided by the Kohn-Sham molecular orbital method. To this end, it is decomposed into three physically meaningful terms (eq 2) using a quantitative energy decomposition scheme. ${ }^{57}$ This scheme is augmented with a fourth term, $\Delta E_{\text {disp }}(\zeta)$, which comprises the contributions from the dispersion interaction between the fragments.

$$
\begin{align*}
\Delta E_{\mathrm{int}}(\zeta)= & \Delta V_{\mathrm{elstat}}(\zeta)+\Delta E_{\text {Pauli }}(\zeta)+\Delta E_{\mathrm{oi}}(\zeta) \\
& +\Delta E_{\mathrm{disp}}(\zeta) \tag{2}
\end{align*}
$$

The term $\Delta V_{\text {elstat }}$ corresponds to the classical Coulomb interaction between the unperturbed charge distributions of the deformed reactants and is usually attractive. The Pauli repulsion energy, $\Delta E_{\text {Pauli, }}$ comprises the destabilizing interactions between occupied orbitals on the fragments and is responsible for steric repulsion. The orbital interaction energy, $\Delta E_{\mathrm{oj}}$ accounts for charge transfer (interaction between occupied orbitals on one fragment with unoccupied orbitals on the other fragment, including the HOMO-LUMO interactions) and polarization (empty-occupied orbital mixing on one fragment as a result of the presence of another fragment).

## RESULTS AND DISCUSSION

Geometries of Catalyst Complexes. Figure 1 shows the equilibrium geometries for the series of $\mathrm{Pd}\left(\mathrm{PR}_{3}\right)_{2}$ complexes, following from our DFT computations at the dispersioncorrected ZORA-BLYP-D3/TZ2P level of theory. We find linear bite angles for $\mathrm{Pd}\left(\mathrm{PH}_{3}\right)_{2}, \operatorname{Pd}\left(\mathrm{PMe}_{3}\right)_{2}$, and $\mathrm{Pd}\left(\mathrm{P} t \mathrm{Bu}_{3}\right)_{2}$, whereas $\operatorname{Pd}\left(\mathrm{PiPr}_{3}\right)_{2}, \operatorname{Pd}\left(\mathrm{PCy}_{3}\right)_{2}$, and $\mathrm{Pd}\left(\mathrm{PPh}_{3}\right)_{2}$ have bent equilibrium geometries. $\operatorname{Pd}\left(\operatorname{PiPr}_{3}\right)_{2}$ is bent slightly, having a bite angle of $172.4^{\circ}$ and being less than $0.1 \mathrm{kcal} \mathrm{mol}^{-1}$ more stable than the linear geometry. For $\operatorname{Pd}\left(\mathrm{PCy}_{3}\right)_{2}$, we find an angle of $148.2^{\circ}$, in rather good agreement with the available X-

Table 1. M-L Bond Analysis ${ }^{a}$ for the Monocoordinated PdL Complexes, Relative to the Ground State $\left(\mathbf{d}^{10} \mathbf{s}^{0}\right)$ Pd Atom and the Ligand ${ }^{b}$



Figure 2. Schematic representation of different steric situations in $\mathrm{ML}_{2}$ complexes. For the situation in solution, only the relevant interactions that occur in the region between the ligands are indicated.
ray structure. ${ }^{17} \mathrm{Pd}\left(\mathrm{PPh}_{3}\right)_{2}$ is even more bent, having a ligand-metal-ligand angle of only $132.2^{\circ}$. These latter angles are surprisingly small, given that the much less bulky $\operatorname{Pd}\left(\mathrm{PH}_{3}\right)_{2}$, for which one would expect even less resistance toward bending, is linear. We will show, however, that the greater steric dimension in $\mathrm{Pd}\left(\mathrm{PCy}_{3}\right)_{2}$ and $\mathrm{Pd}\left(\mathrm{PPh}_{3}\right)_{2}$ is, counterintuitively, of key importance to rationalize their nonlinearity.

In previous studies, ${ }^{10,12}$ we have shown that most dicoordinated transition metal complexes have very flat potential energy surfaces for decreasing the ligand-metalligand angle to values smaller than $180^{\circ}$, due to enhanced $\pi$ backbonding when the ligands interact with different d orbitals on the metal center. This additional stabilizing interaction can in some cases (i.e., for strong $\pi$-accepting ligands at an electrondonating metal center) outweigh the increased steric repulsion that occurs for smaller ligand-metal-ligand angles, leading to nonlinear $\mathrm{ML}_{2}$ complexes. ${ }^{10}$ To see if the same explanation holds for the $\mathrm{Pd}\left(\mathrm{PR}_{3}\right)_{2}$ complexes studied here, we have performed brief $\mathrm{Pd}-\mathrm{PR}_{3}$ bond analyses. The results (shown in Table 1) for the monocoordinated $\mathrm{PdPR}_{3}$ complexes ( $\mathrm{R}=\mathrm{H}$, $\mathrm{Me}, i \mathrm{Pr}, t \mathrm{Bu}, \mathrm{Cy}, \mathrm{Ph})$ show that, in the present series, the trend in nonlinearity appears not to be caused by the $\pi$-backbonding capabilities. This is indicated by the small variation in the orbital interaction term (which for all complexes is between -61.1 and $-63.6 \mathrm{kcal} \mathrm{mol}^{-1}$ ), and the VDD charge on the palladium center changes irregularly instead of systematically. In the previous study, we found much larger and more systematic variations of these terms. Furthermore, the populations of the $\pi$-donating orbitals on Pd (i.e., the $\mathrm{d}_{x z}$ and $\mathrm{d}_{y z}$ orbitals when the $\mathrm{Pd}-\mathrm{PR}_{3}$ bond is aligned with the $z$ axis)
are essentially equal for each complex and consistently between 1.88 and 1.90 electrons.

These results therefore indicate that, although $\pi$ backbonding contributes to the bite-angle flexibility of each of these complexes, it is not the dominant factor leading to their bent equilibrium geometries. This is confirmed by geometry optimizations of the $\operatorname{Pd}\left(\mathrm{PR}_{3}\right)_{2}$ complexes at the dispersionfree, but otherwise similar ZORA-BLYP/TZ2P level of density functional theory, at which we find the angles of the bent complexes to be increased to $173.9^{\circ}$ for $\operatorname{Pd}\left(\mathrm{PiPr}_{3}\right)_{2}, 179.4^{\circ}$ for $\operatorname{Pd}\left(\mathrm{PCy}_{3}\right)_{2}$, and $180.0^{\circ}$ for $\operatorname{Pd}\left(\mathrm{PPh}_{3}\right)_{2}$. Thus, although the slightly bent ligand-metal-ligand angle for $\operatorname{Pd}\left(\mathrm{PiPr}_{3}\right)_{2}$ is indicative for stronger $\pi$ backbonding, or weaker repulsion, in this complex, the bent geometries of $\mathrm{Pd}\left(\mathrm{PCy}_{3}\right)_{2}$ and $\mathrm{Pd}\left(\mathrm{PPh}_{3}\right)_{2}$ originate from dispersive ligand-ligand attraction. In the following, we will therefore elaborate on the steric characteristics of the ligands and show that sterically repulsive bulk should be distinguished from sterically attractive bulk. The latter is of crucial importance to explain the observed ordering of the ligand-metal-ligand angles along the $\operatorname{Pd}\left(\mathrm{PR}_{3}\right)_{2}$ series in the present study.

To explain the different ways in which steric bulk can operate, we distinguish three situations that can occur for $\mathrm{ML}_{2}$ complexes, schematically displayed in Figure 2. First, when small, nonbulky ligands are present, there is no significant steric congestion, and the complex is relatively indifferent toward bending its ligand-metal-ligand angle. For these complexes, the electronic effects, as mentioned before and described in ref 10, are decisive. Second, for the larger, bulkier ligands, steric effects are obviously more important. These effects are
generally considered to be unfavorable for bending. In a sterically crowded situation, displayed schematically in the center of Figure 2, there is already in the linear geometry some ligand-ligand repulsion. Bending the ligands toward each other strengthens this steric repulsion by increasing the number of closed-shell/closed-shell (Pauli, or steric) repulsions. Third, however, as we have just seen, steric effects can also be favorable for bending. When the ligands are sizable, but not as sterically crowded, as displayed on the right of Figure 2, there is less steric congestion, and bending barely induces repulsion between the ligands. Instead, decreasing the $\mathrm{L}-\mathrm{M}-\mathrm{L}$ angle brings the ligands closer to each other and strengthens attractive dispersion interactions between the contact surfaces of the ligands. This "sticky-pancake" effect stabilizes a nonlinear geometry and becomes stronger as the shape of ligands becomes more flat, leading to larger contact surfaces.

In solution, this picture still applies. The presence of a solvent does not alter the situation for small ligands or for ligands with isotropically bulky substituents because there are no significant dispersion interactions to be quenched, and any repulsive interaction still persists. The effect of solvents on steric attraction, however, is moderate, as well. In the linear situation, the solvent molecules can occupy the space between the ligands, giving rise to some dispersion interactions between the ligand and the solvent (see Figure 2, the very right). When the ligands are bent toward each other, these solvent molecules are pushed out from between the ligands, leading again to a situation similar to that of the gas phase, but now within a solvent shell. This may go with some quenching of the net ligand-ligand dispersion stabilization upon bending when the ligand-solvent interaction becomes of comparable magnitude as the ligand-ligand interaction by which it is replaced in the bent configuration. The important point, however, is that the PES for $\mathrm{L}-\mathrm{M}-\mathrm{L}$ bending remains shallow. In other words, the L-M-L bite angle of complexes with bulky yet flat ligands remains flexible in solution, making it still easy to adopt a bent geometry.

Thus, especially for the small $\mathrm{L}-\mathrm{M}-\mathrm{L}$ angles encountered in chemical reactions of these complexes (as we will discuss in a later section), solvent effects can be expected to play no significant role, and the most important characteristics can be recovered from analyses in vacuo, which we therefore choose to discuss in the following sections.

These schematic representations allow us to rationalize the trend encountered along the series of $\mathrm{Pd}\left(\mathrm{PR}_{3}\right)_{2}$ complexes. To do so, it is important to consider the bite-angle flexibility of the catalyst complexes instead of only the value of the ligand-metal-ligand angle in the equilibrium geometry. To investigate the flexibility of the bite angle, we have computed the energy profiles for bending the $\mathrm{L}-\mathrm{M}-\mathrm{L}$ angle of the complexes from $180^{\circ}$ toward $90^{\circ}$ while all other geometry parameters are allowed to relax (see Figure 3). We find for all complexes, a rather flat energy profile between $180^{\circ}$ and $150^{\circ}$, indicative for additional $\pi$ backbonding upon bending, which compensates for (part of) the steric repulsion. Thereafter, the curves start to ascend as a result of dominating repulsive effects. The increase is least steep for $\operatorname{Pd}\left(\mathrm{PH}_{3}\right)_{2}$, which has the smallest substituents and is an example of a catalyst complex that is sterically indifferent toward bending. Going from $\mathrm{Pd}\left(\mathrm{PH}_{3}\right)_{2}$ to Pd $\left(\mathrm{PMe}_{3}\right)_{2}, \operatorname{Pd}\left(\mathrm{PiPr}_{3}\right)_{2}$, and $\operatorname{Pd}\left(\mathrm{P}_{\mathrm{B}} \mathrm{Bu}_{3}\right)_{2}$, the steric bulk on the ligands is gradually increased and, thereby, also the bite-angle rigidity. This is indicated by the more steeply increasing energy profiles in Figure 3, and correlates well with the larger Tolman's


Figure 3. Potential energy surfaces for bending $\mathrm{Pd}\left(\mathrm{PR}_{3}\right)_{2}$ complexes, computed at ZORA-BLYP-D3/TZ2P.
cone angles along this series of ligands, which are $87^{\circ}, 118^{\circ}$, $160^{\circ}$, and $182^{\circ}$, respectively. ${ }^{58}$ Other parameters, such as the solid cone angles, reveal a similar trend for the series of ligands in this work. ${ }^{59,60}$ Note that $\mathrm{Pd}\left(\mathrm{PiPr}_{3}\right)_{2}$ is bent slightly also when dispersion is neglected, but the bent equilibrium geometry is only marginally more stable than the linear geometry. We therefore conclude that its bending is the result of a delicate balance between the enhanced $\pi$ backbonding and the opposing steric repulsion. On a flat potential energy surface, the position of the minimum is sensitive even to minor variations in the energy components.

Going from $\mathrm{Pd}\left(\mathrm{P}_{\mathrm{Bu}}^{3}\right)_{2}$ to $\mathrm{Pd}\left(\mathrm{PCy}_{3}\right)_{2}$ and $\mathrm{Pd}\left(\mathrm{PPh}_{3}\right)_{2}$, the ligands remain quite sizable, but the bulk is less isotropically distributed. The cyclohexyl substituents are not as bulky as tertbutyl substituents because they do not bind to the phosphorus atom via a tertiary carbon atom and rotate to avoid steric repulsion when the ligands are bent toward each other. In addition, there is room between the ligands, allowing the cyclohexyl substituents to rotate such that the attractive dispersion interactions between the ligands are enhanced. Going to the phenyl substituents reduces the bulkiness even further because these cyclic substituents consist of planar $\mathrm{sp}^{2}$ hybridized carbon atoms instead of tetrahedral $\mathrm{sp}^{3}$-hybridized carbon atoms. This leads to even less steric crowding between the ligands and, therefore, stronger steric attraction and consequently a smaller value of the bite angle. Again, this is in agreement with Tolman's cone angles, which for $\mathrm{PCy}_{3}$ $\left(170^{\circ}\right)$ and $\mathrm{PPh}_{3}\left(145^{\circ}\right)$ are smaller than for $\mathrm{P}_{t} \mathrm{Bu}_{3}\left(182^{\circ}\right) .{ }^{58}$ The effect of steric attraction manifests itself also clearly when the bite-angle flexibility is considered: in addition to first descending to a minimum upon reducing the $\mathrm{L}-\mathrm{M}-\mathrm{L}$ angle from $180^{\circ}$, the bending energy profiles for these complexes are in general not very destabilized at smaller angles. The bending energy profile for $\mathrm{Pd}\left(\mathrm{PCy}_{3}\right)_{2}$ remains below that of $\mathrm{Pd}\left(\mathrm{PiPr}_{3}\right)_{2}$, even for angles as small as $100^{\circ}$, whereas that of $\operatorname{Pd}\left(\mathrm{PPh}_{3}\right)_{2}$ remains below even that of $\operatorname{Pd}\left(\mathrm{PH}_{3}\right)_{2}$ in this range.

Note that a similar reasoning can be used to account for the recent finding by Zhang and Dolg that the sterically more crowded syn isomer of a double $\mathrm{C}_{60}$ adduct of pentacene is more stable than the anti one. ${ }^{61}$ In addition, such sterically attracting substituents can be considered to act as dispersion energy donors, a term recently introduced by Grimme and Schreiner. ${ }^{62}$

The potential energy surfaces in Figure 3 contain only the geometries connected to the energetically lowest conformations found. For all but the smallest complexes (i.e., all but $\mathrm{Pd}\left(\mathrm{PH}_{3}\right)_{2}$ and $\left.\operatorname{Pd}\left(\mathrm{PMe}_{3}\right)_{2}\right)$, we found other local minima at higher energies, in which one or more of the substituents have been

Table 2. Geometries ${ }^{a}$ and Activation Strain Analyses ${ }^{b}$ for the Transition States of the Oxidative Addition of Methane ${ }^{c}$

|  | $\mathrm{L}-\mathrm{M}-\mathrm{L}^{d}$ | $\mathrm{C}-\mathrm{H}$ | $\Delta E^{\ddagger e}$ | $\Delta E_{\text {strain }}^{\ddagger}$ | $\Delta E_{\text {strain }}^{\ddagger}(\mathrm{cat})$ | $\Delta E_{\text {strain }}^{\ddagger}(\mathrm{sub})$ | $\Delta E^{\ddagger}{ }_{\text {int }}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{Pd}\left(\mathrm{PH}_{3}\right)_{2}$ | $109.5(180.0)$ | 1.734 | $+29.5[+29.9]$ | +80.1 | +16.4 | +63.8 |  |
| $\mathrm{Pd}\left(\mathrm{PMe}_{3}\right)_{2}$ | $112.3(180.0)$ | 1.641 | $+28.4[+28.8]$ | +72.3 | +17.9 | +54.4 |  |
| $\mathrm{Pd}\left(\mathrm{PiPr}_{3}\right)_{2}$ | $115.3(172.4)$ | 1.712 | $+30.0[+29.7]$ | +79.6 | +16.2 | +63.4 |  |
| $\mathrm{Pd}\left({\left.\mathrm{P} t \mathrm{Bu}_{3}\right)_{2}}^{P d}\left(\mathrm{PCy}_{3}\right)_{2}\right.$ | $130.8(180.0)$ | 1.962 | $+43.1[+42.7]$ | +108.9 | +22.4 | +86.6 |  |
| $\mathrm{Pd}\left(\mathrm{PPh}_{3}\right)_{2}$ | $117.5(148.2)$ | 1.729 | $+31.1[+31.1]$ | +81.5 | +17.9 | +49.6 |  |

${ }^{a}$ Degrees, $\AA .{ }^{b}{ }^{\text {kcal mol }}{ }^{-1} .{ }^{c}$ Computed at ZORA-BLYP-D3/TZ2P. ${ }^{d}$ In parentheses, the value of the ligand-metal-ligand angle in the isolated catalyst complex. ${ }^{e}$ Values in square brackets include solvation effects, computed for toluene with the COSMO model.

Table 3. Geometries ${ }^{a}$ and Activation Strain Analyses ${ }^{b}$ for the Product Complexes of the Oxidative Addition of Methane. ${ }^{c}$

|  | $\mathrm{L}-\mathrm{M}-\mathrm{L}^{\text {d }}$ | C-H | $\Delta E^{e}$ | $\Delta E_{\text {strain }}$ | $\Delta E_{\text {strain }}($ cat $)$ | $\Delta E_{\text {strain }}(\mathrm{sub})$ | $\Delta E_{\text {int }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{Pd}\left(\mathrm{PH}_{3}\right)_{2}$ | 107.2 (180.0) | 2.430 | +24.3[+23.2] | +134.5 | +18.6 | +115.8 | -110.2 |
| $\mathrm{Pd}\left(\mathrm{PMe}_{3}\right)_{2}$ | 107.6 (180.0) | 2.512 | +19.0[+17.9] | +141.0 | +21.9 | +122.0 | -122.0 |
| $\mathrm{Pd}\left(\mathrm{PiPr}_{3}\right)_{2}$ | 111.8 (172.4) | 2.341 | +25.8[+24.6] | +133.9 | +20.5 | +113.4 | -78.8 |
| $\mathrm{Pd}\left(\mathrm{PtBu}_{3}\right)_{2}$ | 129.7 (180.0) | 2.112 | +43.1[+42.6] | +122.0 | +24.0 | +97.9 | -78.8 |
| $\operatorname{Pd}\left(\mathrm{PCy}_{3}\right)_{2}$ | 112.2 (148.2) | 2.402 | +26.3[+25.4] | +139.8 | +24.4 | +115.4 | -113.5 |
| $\mathrm{Pd}\left(\mathrm{PPh}_{3}\right)_{2}$ | 102.6 (132.2) | 2.417 | +15.4 [+14.7] | +126.9 | +14.0 | +112.9 | -111.4 |

${ }^{a}$ Degrees, $\AA$. ${ }^{b}{ }^{b}$ kcal mol ${ }^{-1}$. ${ }^{c}$ Computed at ZORA-BLYP-D3/TZ2P. ${ }^{d}$ In parentheses, the value of the ligand-metal-ligand angle in the isolated catalyst complex. ${ }^{e}$ Values in square brackets include solvation effects, computed for toluene with the COSMO model.
rotated (see Table S2 of the Supporting Information). Most notably, for $\mathrm{Pd}\left(\mathrm{PiPr}_{3}\right)_{2}$, we also encountered a linear $\mathrm{L}-\mathrm{M}-\mathrm{L}$ structure at $8.2 \mathrm{kcal} \mathrm{mol}^{-1}$ above the global minimum with its angle of $172.4^{\circ}$, and for $\operatorname{Pd}\left(\mathrm{PCy}_{3}\right)_{2}$, a slightly more bent $\left(146.8^{\circ}\right)$ conformer was found at $2.7 \mathrm{kcal} \mathrm{mol}^{-1}$ as well as a less bent geometry ( $158.3^{\circ}$ ) at $0.5 \mathrm{kcal} \mathrm{mol}^{-1}$ above the global minimum, which assumes a bite angle of $148.2^{\circ}$ (see Table 2). This latter angle matches the value of $158.4^{\circ}$ from the crystal structure ${ }^{17}$ better than the angle of $148.2^{\circ}$ in the global minimum. Note, however, that the same is not true for the more rigid geometry parameters, such as the $\mathrm{Pd}-\mathrm{P}$ bond lengths and the orientation of the substituents, for which significantly better agreement is achieved between our global minimum and the crystal structure.

For $\mathrm{Pd}\left(\mathrm{PPh}_{3}\right)_{2}$, the global minimum appears to be further stabilized by three $\mathrm{C}-\mathrm{H} \cdots \pi$ interactions occurring in a " Z " pattern between the phenyl rings on the different ligands (see Figure 1). A different local minimum is obtained when the ligands are in nearly eclipsed positions and the phenyl rings on one ligand are oriented perpendicular to each other as well as to the phenyl rings on the other ligand. This leads to only two possible $\mathrm{C}-\mathrm{H} \cdots \pi$ interactions between the ligands and a corresponding geometry with a larger bite angle of $141.0^{\circ}$ and a $0.7 \mathrm{kcal} \mathrm{mol}^{-1}$ higher energy. We have not further analyzed the exact nature of these interactions ${ }^{63}$ because this is beyond the scope of the present work and, as we noted before, the geometry assumes a linear bite angle if dispersion is not accounted for. This suggests that any eventual contribution from the $\mathrm{C}-\mathrm{H} \cdots \pi$ interactions to the stability of the nonlinear geometry is not as important as that from the dispersion interactions. In addition, when the complex is bent to smaller angles, as during the oxidative addition to which we will soon turn our focus, the phenyl rings more closely adopt a face-toface orientation, further reducing the likelihood of any significant stabilizing contribution from $\mathrm{C}-\mathrm{H} \cdots \pi$ interactions.

Effect of Steric Attraction on Reaction Profiles for Oxidative Addition. In this second part, we explore the consequences of steric attraction and the resulting catalyst biteangle flexibility or nonlinearity on the energy profiles of
methane oxidative addition reactions. For both oxidative addition and its reverse reaction, reductive elimination, it is well-known that the bite angle of the catalyst complex has a great influence on the activity and selectivity of the process. ${ }^{2,3}$ Recently, we introduced the concept of bite-angle flexibility as an improved descriptor of this parameter because it emerged from a study on small model catalysts. ${ }^{11}$ We here test if our previous findings remain relevant when the realistic catalyst complexes in the present study are applied. To this end, we have studied the addition of the methane $\mathrm{C}-\mathrm{H}$ bond to the palladium center of the series of $\operatorname{Pd}\left(\mathrm{PR}_{3}\right)_{2}$ complexes (with $\mathrm{R}=$ $\mathrm{H}, \mathrm{Me}, i \mathrm{Pr}, t \mathrm{Bu}, \mathrm{Cy}$, and Ph ) analyzed above. We chose the archetypal methane $\mathrm{C}-\mathrm{H}$ bond as a simpler but representative model for the aryl halide bonds used more commonly in practice. From previous work, ${ }^{4,11}$ it is known that catalystsubstrate prereaction complexes essentially do not exist for dicoordinated catalysts or are held together only by weak dispersion interactions. We therefore have not attempted to locate these very weakly bound complexes and will discuss only the transition states and product complexes. These two stationary points, together with additional analyses, reveal sufficient insight into the reaction energy profiles for our series of catalysts.

Using again the dispersion-corrected ZORA-BLYP-D3/ TZ2P level of theory, we find a barrier of $+29.5 \mathrm{kcal} \mathrm{mol}^{-1}$ for $\operatorname{Pd}\left(\mathrm{PH}_{3}\right)_{2}$, followed by a slightly lower barrier of +28.4 kcal $\mathrm{mol}^{-1}$ for $\mathrm{Pd}\left(\mathrm{PMe}_{3}\right)_{2}$. Thereafter, the barriers increase to +30.0 $\mathrm{kcal} \mathrm{mol}{ }^{-1}$ for oxidative addition to $\mathrm{Pd}\left(\mathrm{PiPr}_{3}\right)_{2}$ and +43.1 kcal $\mathrm{mol}^{-1}$ for $\mathrm{Pd}\left(\mathrm{P}_{\mathrm{B}} \mathrm{Bu}_{3}\right)_{2}$. For $\mathrm{Pd}\left(\mathrm{PCy}_{3}\right)_{2}$ and $\mathrm{Pd}\left(\mathrm{PPh}_{3}\right)_{2}$, we find that the barrier decreases monotonically in rather large steps to +31.1 and $+20.9 \mathrm{kcal} \mathrm{mol}^{-1}$, respectively (see Table 2). When solvation is accounted for (using toluene as solvent), these numbers are only slightly different (roughly $0.5 \mathrm{kcal} \mathrm{mol}^{-1}$ ). A similar series of catalysts was studied by Liu and co-workers for the oxidative addition of arylhalides using dispersion-free DFT. ${ }^{22}$ Interestingly, they found only a small decrease ( 2.3 kcal $\mathrm{mol}^{-1}$ ) in barriers when going from $\operatorname{Pd}\left(\operatorname{PiPr}_{3}\right)_{2}$ to $\operatorname{Pd}\left(\mathrm{PPh}_{3}\right)_{2}$. Results obtained by Maseras et al. with dispersion-corrected DFT show that the barrier for $\mathrm{CH}_{3} \mathrm{Br}$



Figure 4. Activation strain analyses (a) and strain energy decomposition (b) along the reaction coordinate in the region around the TS for oxidative addition of $\mathrm{CH}_{4}$ to $\mathrm{Pd}\left(\mathrm{PR}_{3}\right)_{2}$, computed at ZORA-BLYP-D3/TZ2P.
addition to $\mathrm{Pd}\left(\mathrm{PPh}_{3}\right)_{2}$ is $\sim 4 \mathrm{kcal} \mathrm{mol}{ }^{-1}$ lower than the barrier for addition to $\mathrm{Pd}\left(\mathrm{PH}_{3}\right)_{2} .{ }^{23}$ Harvey and co-workers reported ${ }^{24 \mathrm{~b}}$ that the reaction barrier for arylhalide addition to $\mathrm{Pd}\left(\mathrm{PPh}_{3}\right)_{2}$ is $\sim 1 \mathrm{kcal} \mathrm{mol}{ }^{-1}$ higher than for $\operatorname{Pd}\left(\mathrm{PCy}_{3}\right)_{2}$ and that the barrier for the small $\mathrm{Pd}\left(\mathrm{PH}_{3}\right)_{2}$ is similar (for $\mathrm{C}-\mathrm{Cl}$ activation) or slightly lower (for $\mathrm{C}-\mathrm{Br}$ activation) than for the larger complexes.

The product complexes (PCs) reveal a trend similar to the transition states (TSs), as shown by a comparison of Tables 2 and 3. With the exception of $\operatorname{Pd}\left(\mathrm{PMe}_{3}\right)_{2}$ and $\operatorname{Pd}\left(\mathrm{P}_{\mathrm{Bu}}^{3}\right)_{2}$, all product complexes are roughly $5 \mathrm{kcal} \mathrm{mol}{ }^{-1}$ lower in energy than the transition states and have slightly more bent $\mathrm{P}-\mathrm{Pd}-\mathrm{P}$ angles. For $\mathrm{Pd}\left(\mathrm{PMe}_{3}\right)_{2}$, the difference in energy is 9.4 kcal $\mathrm{mol}^{-1}$. For $\mathrm{Pd}\left({\left.\mathrm{P} t \mathrm{Bu}_{3}\right)_{2} \text {, we find a stable product complex (no }}^{\text {n }}\right.$ imaginary frequencies) with a methane $\mathrm{C}-\mathrm{H}$ stretch that is $0.16 \AA$ greater than in the transition state geometry. However, the energy difference between the two is essentially zero ( $\sim 0.01$ $\mathrm{kcal} \mathrm{mol}^{-1}$ ), within the precision of our numerical techniques. In other words, the reaction leads to a product plateau for $\operatorname{Pd}\left(\mathrm{P} t \mathrm{Bu}_{3}\right)_{2}$, and the reverse reaction, that is, reductive elimination, proceeds without a barrier. We find that solvation by toluene induces a slightly larger effect on the reaction energies (the energy of PC relative to R ) than was found for the barriers (the energy of TS relative to R ), but the solvent effect on PC is still small, around $1 \mathrm{kcal} \mathrm{mol}^{-1}$, and does not alter the trend.

Activation Strain Analyses. To reveal the origin of the differences in oxidative addition barrier height along our series of model catalysts, we have performed activation strain analyses along the approximated partial reaction energy profiles in the transition state region, obtained by the TV-IRC method ${ }^{51}$ (Figure 4a). The harmonic approximation on which the TVIRC method is based appears to be entirely valid only for $\mathrm{Pd}\left(\mathrm{PH}_{3}\right)_{2}$. For the other catalyst complexes, this approximation results in energy profiles in the TS region with energy maxima that are slightly higher in energy and shifted along the reaction coordinate as compared with the actual TS. In Figure 4, the positions of the actual transition states, that is, the fully optimized TS geometries, are indicated. It should be noted that the deviations of the TV-IRC maxima from the real transition states are small compared with the size of the effect we are seeking to explain, which is the overall increase in barrier height from $\operatorname{Pd}\left(\mathrm{PH}_{3}\right)_{2}$ to $\operatorname{Pd}\left(\mathrm{P} t \mathrm{Bu}_{3}\right)_{2}$, and the significant drop in


First, we note that the energy profiles and activation strain analyses for $\operatorname{Pd}\left(\mathrm{PH}_{3}\right)_{2}, \operatorname{Pd}\left(\mathrm{PMe}_{3}\right)_{2}$, and $\operatorname{Pd}\left(\mathrm{PiPr}_{3}\right)_{2}$ are rather similar. Not only do the energy profiles lie within a few
kilocalories per mole, but also the components $\Delta E_{\text {strain }}$ and $\Delta E_{\text {int }}$ show only subtle variations (Figure 4a). Apparently, there are only minor differences in bite-angle flexibility (see also values for $\Delta E_{\text {strain }}^{\ddagger}$ (cat) in Table 2) and catalyst-substrate bonding capability among these three catalysts. We will not focus on these subtleties, but instead look at the significant increase in barrier height when going to $\operatorname{Pd}\left(\mathrm{P} t \mathrm{Bu}_{3}\right)_{2}$. For the latter, we find a much larger increase in barrier, caused by a more destabilizing strain term as well as less stabilizing catalyst-substrate interaction, $\Delta E_{\text {int }}$ (see Figure 4a). Both these differences are directly related to the increased steric crowding associated with the isotropically bulky $t \mathrm{Bu}$ substituents. Decomposing the strain term into contributions from catalyst and substrate deformation (eq 1) reveals that the increase stems primarily from catalyst deformation (see Figure $4 \mathrm{~b})$. The curves for $\Delta E_{\text {strain }}$ (sub) roughly coincide for all catalysts, whereas the $\Delta E_{\text {strain }}$ (cat) term is clearly higher for $\operatorname{Pd}\left(\mathrm{P}_{\mathrm{Bu}}^{3} \text { ) }\right)_{2}$. This can be attributed to the decreased bite-angle flexibility of the catalyst, which requires more energy to bend (see also Figure 3), even though the ligand-metal-ligand angle of $130.8^{\circ}$ at the TS is more linear than for any other catalyst in this series. At the same time, the bulkier $t \mathrm{Bu}_{3}$ substituents on the phosphine ligands lead to more Pauli repulsive interactions with the substrate, thereby weakening the interaction $\Delta E_{\text {int }}$ significantly. Note that the values in Table 2 are not suitable for such an analysis because they refer to the quite different positions at which the various TSs occur along the reaction coordinate (see $\mathrm{C}-\mathrm{H}$ distances of activated bond in TS), a condition that prevents a consistent comparison. ${ }^{56 \mathrm{c}}$

Continuing along the series of catalyst complexes, we find
 state is stabilized again. This is because both factors causing the high reaction barrier for $\operatorname{Pd}\left(\mathrm{P}_{t} \mathrm{Bu}_{3}\right)_{2}$ disappear in the case of $\operatorname{Pd}\left(\mathrm{PCy}_{3}\right)_{2}$, which is nonlinear and has a high bite-angle flexibility. First, there is a lower strain energy, which, as shown in Figure 4b, is the result of a smaller contribution from $\Delta E_{\text {strain }}($ cat $)$. Thus, there is less deformation energy from bending the catalyst, although the catalyst's bite angle in the TS geometry is smaller than that of $\operatorname{Pd}\left(\mathrm{P} t \mathrm{Bu}_{3}\right)_{2}$ (see Table 2). Again, this is in line with the results shown in Figure 3, and a direct consequence of the steric attraction between the ligands. Second, when the ligands are bent farther away from the substrate, there is, compared to $\operatorname{Pd}\left(\mathrm{P} t \mathrm{Bu}_{3}\right)_{2}$, a relief in Pauli repulsion between catalyst and substrate. This strengthens the interaction energy, $\Delta E_{\text {int }}$, for $\operatorname{Pd}\left(\mathrm{PCy}_{3}\right)_{2}$ compared with that of $\operatorname{Pd}\left(\mathrm{P} t \mathrm{Bu}_{3}\right)_{2}$. Going to $\operatorname{Pd}\left(\mathrm{PPh}_{3}\right)_{2}$, we find that, although the ligand-metal-ligand is even smaller than for $\operatorname{Pd}\left(\mathrm{PCy}_{3}\right)_{2}$, again,
the catalyst deformation energy is lowered (Figure 4b) because of the increased steric attraction and resulting bite-angle flexibility. Because the interaction energy is not much different from that of $\mathrm{Pd}\left(\mathrm{PCy}_{3}\right)_{2}$ (Figure 4a), it is the lower strain term that directly causes the lowering of the reaction barrier. Note that we find that the interaction energy term for $\operatorname{Pd}\left(\mathrm{PPh}_{3}\right)_{2}$ is only slightly more stabilizing, even though the $\mathrm{PPh}_{3}$ ligand is known to be a stronger electron donor than, for example, the $\mathrm{PH}_{3}$ ligand. From Figure 4a, it is clear that any electronic effect stemming from this increased electron-donating capability is small compared with the effect on the $\Delta E_{\text {strain }}$ curves that results from the bite-angle flexibility. Interestingly, the barrier for $\mathrm{Pd}\left(\mathrm{PPh}_{3}\right)_{2}$ ends up as the lowest among this series of catalysts, $8.6 \mathrm{kcal} \mathrm{mol}^{-1}$ lower than the barrier for addition to the simple, archetypal $\mathrm{Pd}\left(\mathrm{PH}_{3}\right)_{2}$.

It follows that applying dispersion corrections can have significant effects on reaction barriers. This is neither because the additional intermolecular dispersion strengthens the catalyst-substrate interaction, which is strongest for $\operatorname{Pd}\left(\mathrm{P}_{\mathrm{B}} \mathrm{Bu}_{3}\right)_{2}$ and only around $9 \mathrm{kcal} \mathrm{mol}^{-1}$, nor because of stronger donor-acceptor interactions between the catalyst and substrate that would result from destabilized d-hybrid orbitals upon increased bite-angle bending. These two effects would strengthen the catalyst-substrate interaction energy, $\Delta E_{\text {int }}$. Rather, it is the difference in the strain energy, $\Delta E_{\text {strain }}$, resulting from the variation among catalyst contributions, that causes the observed trends in reaction barriers.

Thus, the bite-angle flexibility of the catalyst, which is significantly increased by intramolecular dispersion interactions, leads to less destabilized reactants and therefore lower reaction energy profiles. This steric attraction effect is reminiscent of the bite-angle effect as described for palladium complexes with chelating ligands ${ }^{4}$ and small, nonchelating $\mathrm{ML}_{2}$ complexes. ${ }^{10,11}$ Dispersion interactions play no important role for these small model complexes, for which the bite-angle flexibility or nonlinearity results entirely from electronic effects. For heavier halogen-substituted bisphosphine palladium complexes $\operatorname{Pd}\left(\mathrm{PX}_{3}\right)_{2}$, the contribution from dispersion was found to play a moderate role. ${ }^{12}$ The catalyst complexes in the present study reveal that steric attraction as a result of dispersion interactions is of paramount importance to obtain quantitatively and even qualitatively accurate results for realistic catalyst complexes.

## CONCLUSIONS

More bulky ligands in $\mathrm{d}^{10}-\mathrm{ML}_{2}$ complexes may enhance, instead of counteract, $\mathrm{L}-\mathrm{M}-\mathrm{L}$ bite-angle bending. Traditional behavior is found for $\operatorname{Pd}\left(\mathrm{PH}_{3}\right)_{2}, \operatorname{Pd}\left(\mathrm{PMe}_{3}\right)_{2}$, and $\mathrm{Pd}\left(\mathrm{P} t \mathrm{Bu}_{3}\right)_{2}$ complexes that have the expected linear $\mathrm{L}-\mathrm{M}-\mathrm{L}$ angle. Unexpectedly, however, $\mathrm{Pd}\left(\mathrm{PiPr}_{3}\right)_{2}, \mathrm{Pd}\left(\mathrm{PCy}_{3}\right)_{2}$, and $\mathrm{Pd}\left(\mathrm{PPh}_{3}\right)_{2}$ are bent. The more flexible or even nonlinear geometry translates into lower barriers for oxidative addition of bonds to these complexes. This follows from our quantum chemical analyses of the bonding in, and reactivity of, bisphosphine palladium complexes $\mathrm{Pd}\left(\mathrm{PR}_{3}\right)_{2}$ with varying steric bulk, based on relativistic dispersion-corrected DFT computations in combination with the activation strain model and quantitative MO theory.

Our analyses explain this dichotomy as they reveal that steric bulk may operate in two distinct ways: one is the usual steric repulsion deriving from overlap between closed-shell orbitals of intimate and isotropically bulky ligands; the second is steric attraction, which occurs between large but more planar ligands. Such ligands can build up relatively strong dispersion
interactions between their large surfaces when they bend toward each other. The resulting stabilization favors bending and thus enhances nonlinearity or bite-angle flexibility. Thus, by introducing sizable ligands with anisotropically distributed bulk, one can enhance the bite-angle flexibility of a catalyst via a steric mechanism, on top of the electronic mechanisms that have been described previously. ${ }^{10,12}$ This situation leads to relatively little catalyst activation strain and, thus, low reaction barriers for methane $\mathrm{C}-\mathrm{H}$ activation by the rather congested $\operatorname{Pd}\left(\mathrm{PCy}_{3}\right)_{2}$ and $\mathrm{Pd}\left(\mathrm{PPh}_{3}\right)_{2}$ model catalysts. Interestingly, the lowest barrier among our series of model catalysts appears for the quite sizable $\mathrm{Pd}\left(\mathrm{PPh}_{3}\right)_{2}$ catalyst. Its $\mathrm{C}-\mathrm{H}$ activation barrier of $+20.9 \mathrm{kcal} \mathrm{mol}^{-1}$ is substantially below that of +29.5 kcal $\mathrm{mol}^{-1}$ that we find for the smallest catalyst complex, $\mathrm{Pd}\left(\mathrm{PH}_{3}\right)_{2}$. These results confirm the steric nature of the bite-angle effect on oxidative addition barriers and highlight the importance of the concept of bite-angle flexibility to describe catalyst activity.

Our findings not only demonstrate the importance of dispersion interactions in realistic catalyst complexes but also reveal how the concept of steric attraction can serve as a mechanism for tuning bite-angle flexibility and thereby activity of catalyst complexes.
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